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Outline

Å CERN & LHC

Å LHC Computing

Å Data Preservation & Open Access
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LHC: an accelerator of 27 km  

Four experiments  : the coopetition
ALICE Collaboration : 

33 Countries, 116 Institutes 

and over 1000 members

LHCB Collaboration : 

15 Countries, 54 Institutes 

and 754 members

ATLAS Collaboration : 

38 Countries, 174 Institutes 

and 3000 members

CMS Collaboration : 

39 Countries, 169 Institutes 

and 3170 members
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1983 : First studies for the LHC project

1988 : First magnet model  (feasibility)

1994 : Approval of the LHC by the CERN 

Council

1996-1999: Series production industrialisation

1998 : Start of civil engineering

1998-2000: Placement of the main production 

contracts

2004-2009: Installation & Commisioning

2010-2035é: Physics exploitation

2010 ï2012 : Run 1 ;7 and 8 TeV

2015 ï2018 : Run 2 ; 13 TeV

2021 ï2023 : Run 3 (14 TeV)

2024 ï2025 : HL-LHC installation

2026 ï2035é : HL-LHC operation

14 TeV proton-proton accelerator-collider built in 
the LEP tunnel (+ Lead-Lead  collisions)

LHC (Large Hadron Collider)

A 27 km circumference collideré31 March 2017 BIST - WLCG 4
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2010: 0.04 fb-1

7 TeV CoM

Commissioning

2011:  6.1  fb-1

7 TeV CoM

é exploring limits

2012:  23.3  fb-1

8 TeV CoM

é production

BEH boson 
announcement

LHC 2010-2012: a rich harvest of collisions 

S~30  fb-1

~2 1015 collisions 

7 TeV and  8 TeV in 2012

Up to 1380 bunches 

with1.5 1011 protons
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The Nobel Prize in Physics 2013 was awarded jointly to François Englert and Peter W. Higgs "for the

theoretical discovery of a mechanism that contributes to our understanding of the origin of mass of

subatomic particles, and which recently was confirmed through the discovery of the predicted

fundamental particle, by the ATLAS and CMS experiments at CERN's Large Hadron Colliderò.
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From individual theoretical physicist ideaé.

éto collective innovation !

1964
1964-2012
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Worldwide LHC Computing

Frédéric Hemmer, 7.10.2016 30th Anniversary CC-IN2P3 8
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16 Years of (W)LCG
Å CERN Council approval in September 2001 following the initiative of Manuel Delfino (CERN IT 

Division Leader) and Les Robertson (Project Leader)

Å LCG Project began in 2002, with support from several countries ïincluding significant funding from 
UK & Italy and several others

Å First small grid deployments late 2002/early 2003

Å Real production use and program of data challenges started in 2004

30th Anniversary CC-IN2P3
9

Independent experimental data challenges

Service challenges proposed in 2004

To demonstrate service aspects:

Å Data transfers for weeks on end

Å Data management

Å Scaling of job workloads

Å Security Incidents (òfire drillsó)

Å Interoperability

Å Support processes

2004

2005

2006

2007

2008

2009

2010

Å Focus on real and continuous production use of the 

service overall several years (simulations since 2003, 

cosmic ray data, etc.)

Å Data and service challenges to exercise all aspects of 

the service ðnot only for data transfers but for 

workloads, suppportstructures, etc.

SC1 Basic transfer rates

E.g. DC04 (ALICE, CMS, LHCb)/DC2 (ATLAS)  

in 2004 saw the first full chain of 

computing models on grids

SC2 Basic transfer rates

SC3 Sustained rates, data management, 

service reliability

SC4 Nominal LHC rates disk ɹ tape tests, 

all Tier 1s, some Tier 2s

CCRCõ08 Readiness challenge,

all experiments, ~ full computing models

STEPõ09 Scale challenge, all experiments, 

full computing models, tape recall and 

analysis

Cosmic ray data

LHC data

WLCG 

Collaboration 

formed
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The Worldwide LHC Computing Grid

Tier-1: permanent 

storage, re-

processing, 

analysis

CERN Tier-0

(Geneva & Budapest): 

data recording, 

reconstruction and 

distribution

Tier-2: Simulation,

end-user analysis

> 2 million jobs/day

~500k CPU cores

500 PB of storage

~170 sites, 

40 countries

10-100 Gb links

An International collaboration to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage 

resource into a single infrastructure accessible by all LHC physicists


